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ABSTRACT 

This Rendering to the World Health Organization, women in both developed and developing nations are most likely 

to develop breast cancer. This illness causes breast cells to grow and multiply out of control. According to research 

institutes and international organizations, there are various screening methods available based on age, and breast 

cancer can be cured if detected in time. The Breast Imaging Reporting and Data System (BIRADS) is a standardized 

system that is commonly used in these techniques to report results and findings. Results are sorted by BIRADS into 

six categories, numbered 0 through 6. Furthermore, mammography is the most widely utilized screening technique. 

This study suggests using mammography data processing to identify breast lesions. Adaptive filters are used for image 

cropping and contrast enhancement during the pre-processing phase. The pectoral muscle is then segmented using 

segmentation techniques that consider morphological and area growth factors. The lesion is then divided into sections 

at the muscle and breast levels using the Discrete Wavelet Transform (DWT), which finds any micro calcifications. 

Furthermore, to distinguish between dense lesions and other kinds of lesions, an area cultivation approach combined 

with multiple thresholding techniques is employed. Lastly, the obtained segmentation is used to extract textural and 

morphological features. 

When expert-segmented and automatically segmented images were compared, the Sorensen Decade similarity index 

was 0.73, indicating the effectiveness of the suggested method. Considering that the lesion area on a mammogram 

can only be roughly delineated by hand or automatically, this is a promising outcome. 
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According to Phung et al. (2019), breast cancer is the 

most common cancer in women worldwide, and 

individual patients may have a wide range of disease 

forms. Generally speaking, "mutations" in the genes 

that control cell growth lead to cancer because they 

permit unchecked cell division and multiplication 

(Ranchod and Herndon, 2019). Breast cancer arises 

from uncontrollably developing cells within the breast, 

whether in the ducts, connective tissue, or the right or 

left lobe (CDC, n/a). The term "metastasis" refers to the 

process by which it spreads to the outside through 

lymphatic and blood vessels.Histopathological 

classification is based on features seen under a light 

microscope of biopsy samples (American Cancer 

Society, 2019). These features can be broadly 

categorized as follows: Invasive carcinoma, where 

cancer cells grow outside of lobules or are driven to 

other parts of the breast tissue, and Carcinoma in situ, 

where cancer cells do not spread to other parts (Phung 

et al, 2019). 

 

Figure 1: Frontal and transverse views of the breast (CDC, s/a). 

As seen in Figure 1, lobes—little, round sac-like glands 

that produce milk—and milk ducts—passages that 

transport milk from the lobes to the nipple during 

feeding—make up breast tissue. intricate network.) in 

a pattern resembling grapes (Phung et al., 2019) (CDC, 

s/a). 

The intricate network of fatty and fibrous tissue, 

lobules (small, round sac-like glands that produce 

milk), and ducts (channels that transport milk from the 

lobules to the nipple during lactation) that make up 

breast tissue is depicted in Figure 1 and is patterned 

after grapes (Phung et al, 2019) (CDC, n/a).  

Every patient experiences breast cancer in a different 

way, and some do not exhibit any symptoms at all.  

They don't exhibit any symptoms at all. Breast or nipple 

changes in size, shape, or feel, thickening inside the 

breast or underarm region, swelling, warmth, redness, 

or darkening of the breast, dimpling or creases in the 

skin, sores, or scales are some warning symptoms of 

breast cancer. among others, abrupt onset of nipple 

discharge and dermatitis (Susan G. Komen ORG, s/a) 

(Key et al, 2001). 

Mammography, screening techniques, and a medical 

professional's physical examination of the breast are 

common bases for diagnosis (Saslow et al., 2004). To 

reach a definitive diagnosis in the event that the tests 

yield no results, the physician will perform an invasive 

tissue analysis, or biopsy (Taglicfacio et al., 2019). A 

descriptor lexicon, a suggested reporting structure, 

and a data collection framework are some of the 
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essential elements of the Breast Imaging Reporting 

and Data System (BIRADS) standard (Burnside et al, 

2009). It has been said that it aids in reducing 

misconceptions about how these various procedures 

should be interpreted. Table I provides a summary of 

the evaluation categories (D'Orsi et al., 2013). 

Category Evaluation 

BIRADS 0  Incomplete: Needs further 

imaging evaluation. 

BIRADS 1  

 

Negative. 

BIRADS 2  Benign. 

BIRADS 3  Probably Benign. 

BIRADS 4  4 A: Low suspicion for 

malignancy. 

4 B: Moderate suspicion for 

malignancy. 

4 C: High suspicion for 

malignancy. 

BIRADS 5  Highly suggestive of 

malignancy. 

BIRAD 6  Biopsy-proven malignancy. 

Table I. BIRADS Classification (D'Orsi et al, 2013). 

 

An estimated 9.6 million people worldwide lost their 

lives to cancer in 2018, with 2.09 million of those deaths 

being due to breast cancer (22% of all cancers, or 1 in 8 

women) (WHO, 2018). According to estimates, women 

under the age of fifty account for one-third of these 

cancer cases. However, the percentage varies 

according to the socioeconomic status and geographic 

area (Romieu et al., 2019). According to the Colombia 

Alliance Against Cancer (s/a), this disease is the primary 

cause of cancer morbidity and mortality in Colombia 

and the majority of Latin American and Caribbean 

countries, accounting for 22,174 women's deaths in the 

country over the previous ten years (Weisner et al., 

2020). 

According to several studies (Zielonke et al., 2020; 

Weingart et al., 2009), early detection of breast cancer 

is crucial for lowering mortality. However, in keeping 

with the same theme, it is crucial to consider the high 

rate of false positives that currently exist. Research has 
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revealed that the percentage of false positive 

mammography results is higher in individuals under 50 

years old (355 per 100,000 versus 242 per 100,000 in 

those over 50 years old) (Wiesner et al, 2020). This can 

result in an increased risk of unnecessary treatment 

(biopsies and other procedures) (Román et al, 2011) 

(Lang et al, 2016) and/or significant psychological 

consequences (Aro et al, 2000), which can lead to an 

increased risk of developing breast cancer (Henderson 

et al.  

al, 2015). 

Computer-aided diagnosis (CAD), which was created in 

the 1980s and received FDA approval in 1998 (Kohli and 

Jha, 2017), has demonstrated promising outcomes in 

the processing and interpretation of medical images 

(Herinksen et al. 2018). The objective is to decrease 

supervision, thereby lowering the frequency of false 

positives or false negatives for medical professionals 

analyzing pictures (Katzen et al, 2018). 

Thus, the goal of this study is to develop a method for 

characterizing digital mammography images that will 

enable accurate diagnosis in the future using BIRADS 

classification, matching or surpassing the accuracy of 

expert observers. 

METHODOLOGY 

The suggested methodology is broken down into five 

stages: segmentation, which is used to divide an image 

into distinct regions containing each pixel with similar 

attributes (Kamalakannan et al., 2015). This process 

divides the image into the pectoral muscle and the 

breast region, for example. The first stage involves 

selecting and organizing the image in BIRADS 

categories. The second stage involves preprocessing, 

filtering, and augmentation of image contrast.  

Finally, morphological and texture features are 

retrieved (González and Woods, 2007), showing 

variations in the external structure's shape and 

analyzing the distribution of intensities from the 

histogram of the masses discovered. 

Experimental data  

Categories—BIRADS 1, BIRADS 2-3, and BIRADS 4-5—

are used to organize the 300 images. To obtain a 

reference image for assessing the algorithm's 

performance, 200 pieces representing the final two 

categories were manually segmented by experts using 

the online LabelBox tool. 

Pre-treatment 

Prior to processing mammography images, each 

picture was cropped to eliminate unnecessary details 

that were usually connected to the screening image 

(Figure 2-A). Furthermore, a breast orientation 

algorithm was applied, and if the orientation was 

accurate, the image was reversed to facilitate 

segmentation. 

The image's edges are then enhanced and noise is 

eliminated using an adaptive filter, more precisely a 

diffuse contrast filter (Figure 2–B). Since this filter 

typically assumes near-absorptive pixel intensity 

values, each iteration causes a digital change in each 

pixel's intensity. Following that, it spreads to nearby 

pixels in accordance with the negative gradient. This 

indicates that a tiny amount of intensity from each 

central pixel is absorbed by its neighbors. Ultimately, 

the procedure comes to an end when the contrast 

agent is eliminated entirely (Gherghout et al, 2019). 
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Figure 2: The second variation. A) The initial cropped picture. b) The diffusion contrast filter's outcome. c) Otsu method binary result. 

Using Otsu's method, dualization is applied to the 

filtered image to increase the gray level contrast and 

achieve the goal of as little contrast within each 

histogram segment and as much contrast between 

segments, Menendez et al. (2016), in part. Ultimately, 

the original image is used for multiplication (Figure 2-

C). 

Segmentation 

Pectoral muscles 

The upper left corner of each image, which represents 

the location of the pectoral muscle, was used as the 

initial pixel in a region growth algorithm to compare 

the intensity of pixels within that region (Suárez et al., 

2019). a). Following the application of morphological 

factors to refine the resulting mask (Figure 3-B), multi-

threshold thresholding is used to determine whether 

or not a mass is associated with breast lymph nodes as 

figure 3-C. 

 
Figure 3: The third form. A) The result of applying area growth. b) Results of applying morphological factors. C) Multiple thresholding results. 

Mammary gland area 

Once again, region growth was employed, with a 

density level of 0.15 and 20% similarity seeded (Figure 3-

A). Lastly, we refined the resulting mask using 

morphological operators (Figure 3-B). Daubesy with 8 

coefficients (Db 8) was utilized in tandem with DWT to 

separate the image's high-frequency and low-

frequency components. It was found that the 

approximate component was helpful in exposing 

intricate computations (Cruz et al., 2018). 
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Figure 4: Results of applying region growing. b) Results of applying morphological factors. c) Results of removing the approximate component of the discrete 

wavelet transform. 

Features Extraction 

Once more, region growth was used, with 20% 

similarity seeded and a density level of 0.15 (Figure 4-

A). Finally, we used morphological operators to refine 

the resulting mask (Figure 4-B). Together with DWT, 

Daubesy with 8 coefficients (Db 8) was used to 

separate the high-frequency and low-frequency 

components of the image. According to Cruz et al. 

(2018), the approximation component proved useful in 

revealing complex computations. 

Texture properties 

1st Order Texture Features 

Among these characteristics are basic pixel features, 

which indicate pixel contrast, asymmetry, dominance, 

narrowness, and uniformity by describing the intensity 

distribution of pixels taken from the ROI histogram. 

They consist of the mean (the ROI's average intensity 

value), variance (the degree to which the intensity 

values are scattered from the mean), skewness (the 

distribution of pixel intensities around a center point), 

kurtosis (the degree to which the intensity distribution 

is flat), energy (the degree to which it is uniform), and 

entropy (the degree to which it is random) (Margaliot, 

2008) (Osorio, 2015). 

2nd Order Texture Features 

When considering pairs of pixels, quadratic properties 

take into account 2D histograms to create a co-

occurrence matrix (GLCM), where 𝐶𝐶𝑑𝑑𝜃𝜃(𝑖𝑖,𝑗𝑗) is the 

probability that a pixel has a gray level j at a distance d 

and direction θ from a pixel with gray level i. [Garghout 

and others, 2019]. Haralick and Shanmugam (1973) 

established global metrics, energy (degree of 

uniformity), entropy (degree of randomness), and 

variance (local dispersion), to characterize texture 

based on a co-occurrence matrix of directional means 

and standard deviations. According to Löfstedt et al. 

(2019), additional metrics include ROI gray levels, 

inertia, correlation (which quantifies the linear 

relationship between gray levels between pixels and 

the particular locations connected to each in the array), 

smoothing, inverse difference, inverse difference 

moment, and cluster orientation. 

3rd Order Texture Features 

A series of consecutive pixels in one direction and with 

the same gray level is called a gray level sequence. 

According to Osorio (2015), the amount of pixels in 

these sequences determines their length. The gray 

level matrix (GLRLM), a two-dimensional matrix where 

each position 𝑃𝑃(i, j | θ) represents the number of 

times a sequence of length j with gray level i appears in 

a direction 𝜃𝜃, is employed as the sequence length 

matrix within the third order characteristics (Osorio, 

2015). Many characteristics, including short and long 
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sequence emphasis, non-uniformity of the gray levels, 

non-uniformity of the sequence length, low and high 

gray sequence emphasis, and sequence percentage, 

can be extracted from the interest once it has been 

calculated (Sayeed et al, 2011). 

Morphological Features 

Shape analysis divides an image into pixels inside the 

mass and pixels outside the mass with the purpose of 

extracting multiple quantitative metrics from the 

binary image (Gherghout et al, 2019).This document 

makes use of the following morphological properties: 

area, which is the total number of pixels that comprise 

the ROI; circularity, which assesses the ROI's degree of 

circularity; eccentricity, which is the ratio of the two 

foci's distance to the major axis of the associated 

ellipse's length; equivalent diameter, which is the 

diameter of a circle with the same area of the ROI; 

perimeter, which is the total number of pixels that 

comprise the perimeter of the ROI; the length in pixels 

of the major and minor axes of the linked ellipse. 

RESULTS  

 
 

Figure5: Overlap between hashing performed by the proposed algorithm 

200 segmented images were compared manually and 

automatically (Fig. 5 – A) in order to assess the 

effectiveness of the suggested method. The average 

Sørensen-Dice similarity index obtained was 0.73, with 

a standard deviation of 0.21. After that, the 

segmentation's overall area was compared, yielding a 

33% average error and a 16% standard deviation (Fig. 5-

B). Considering that experts point out that lesion areas 

in mammography images can only be roughly 

identified by hand or automatically, these results are 

encouraging. 

Ultimately, an accuracy of 76.25% with a false positive 

range of 24% was obtained by segmenting blocks of the 

pectoral and breast muscle regions (Fig. 5–C). Given 

that the range of misdiagnoses is between 19 and 28%, 

this is a significant finding (Ventura-Alfaro, 2018). 

CONCLUSIONS  

The pectoral muscle region should always be identified 

separately when segmenting masses in mammograms. 

This is because, according to the BIRADS classification, 

masses in this region are not always malignant, making 

it one of the important pectoral muscle regions. The 

shift in contrast between the various tissues (breast 

region, pectoral muscle, tumor, adipose tissue) as a 

result of their density and radiolucency in each location 

is a distinctive feature of mammograms (Méndez et al., 

2016). 

Using threshold segmentation methods, region 

growing, and morphological factor-based techniques, 

significant results were obtained when segmenting 

masses in the pectoral muscle and breast regions. 
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It is suggested that more research be done by putting 

into practice a classifier of lesions from the various 

BIRADS categories, which can be effectively and 

automatically used for breast diagnosis. 
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