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Abstract:  

Early detection of lung cancer significantly improves 

patient survival yet remains a challenge due to the 
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subtle nature of early-stage radiological features. This 

study proposes a multimodal deep learning framework 

that combines convolutional neural networks (CNN) 

with dense neural networks (DNN) to enhance early-

stage lung cancer prediction. A curated dataset 

comprising 2,000 patient records with CT scans and 

clinical metadata was preprocessed and used to train 

multiple models. The hybrid CNN-DNN model achieved 

the highest performance with an accuracy of 96.4%, 

precision of 95.8%, recall of 97.1%, F1-score of 96.4%, 

and AUC of 0.982, outperforming both traditional 

machine learning models and standalone CNNs. The 

integration of imaging and clinical features led to 

robust and accurate predictions, demonstrating strong 

potential for real-world clinical application. The results 

support the deployment of such AI-driven tools in 

diagnostic workflows to facilitate timely and accurate 

lung cancer detection. 

 

Keywords: Lung cancer detection, deep learning, 

convolutional neural networks (CNN), dense neural 

networks (DNN), early diagnosis, medical imaging, 

clinical integration, artificial intelligence (AI), hybrid 

model, computer-aided diagnosis. 

 

Introduction: Lung cancer remains one of the most 

prevalent and deadly forms of cancer worldwide, 

accounting for an estimated 1.8 million deaths 

annually (World Health Organization [WHO], 2021). 

Despite advancements in medical imaging and clinical 

diagnostics, the survival rate of lung cancer patients 

remains critically low, primarily due to delayed 

detection. Early-stage lung cancer, if diagnosed and 

treated promptly, offers a significantly higher survival 

probability compared to late-stage cases. However, 

current diagnostic procedures, such as CT imaging and 

biopsy, often rely heavily on radiologist interpretation 

and invasive measures, which can be time-consuming, 

expensive, and prone to inter-observer variability. 

In recent years, artificial intelligence (AI), particularly 

deep learning (DL), has emerged as a transformative 

tool in medical imaging and diagnostics. Deep learning 

algorithms, especially convolutional neural networks 

(CNNs), have demonstrated remarkable performance 

in visual recognition tasks and are now being applied 

to disease prediction and classification using 

radiographic data. The integration of deep learning 

into lung cancer detection presents a promising 

approach to automate and enhance the accuracy of 

early diagnosis, potentially improving patient outcomes 

while reducing healthcare costs. 

This study aims to develop a comprehensive deep 

learning-based framework for early-stage lung cancer 

prediction using a hybrid model that incorporates both 

imaging data (e.g., CT scans) and structured clinical 

information. By leveraging state-of-the-art CNN 

architectures and data fusion techniques, the research 

seeks to identify at-risk individuals at an early stage, 

thereby contributing to better clinical decision-making 

and improved survival rates. 

LITERATURE REVIEW 

The application of machine learning (ML) and deep 

learning in oncology has seen considerable 

advancement over the past decade. Numerous studies 

have explored the utility of DL models in automating 

lung cancer detection through the analysis of CT imaging 

data. For instance, Shen et al. (2017) proposed a multi-

crop CNN model to detect lung nodules and achieved 

promising results, highlighting the potential of deep 

neural networks in radiology. Similarly, Ardila et al. 

(2019) developed an end-to-end DL system capable of 

predicting lung cancer risk from raw CT scans with 

performance comparable to that of experienced 

radiologists. 

Several studies have utilized transfer learning 

approaches using pretrained models such as VGG16, 

ResNet, and InceptionNet to improve classification 

accuracy. For example, Wang et al. (2020) 

demonstrated that fine-tuning ResNet50 significantly 

enhanced diagnostic accuracy for lung nodule 

classification, while Choi et al. (2021) integrated clinical 

features with CNN outputs to create a more holistic 

model. These findings suggest that incorporating both 

image and non-image data can substantially improve 

predictive performance. 

The integration of clinical data such as age, gender, 

smoking history, and family history into deep learning 

pipelines is gaining traction as a means to contextualize 

image-based predictions (Esteva et al., 2019). This 

hybrid approach aligns with the principles of precision 

medicine, allowing for personalized risk assessments 

based on a combination of phenotypic and demographic 
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attributes. 

Despite these advancements, many existing studies 

focus primarily on binary classification or nodule 

detection without emphasizing early-stage diagnosis. 

Moreover, there is a lack of robust comparative 

analysis among different deep learning architectures 

using real-world, multimodal datasets. This research 

addresses these gaps by developing and evaluating a 

hybrid CNN-DNN model that fuses imaging and clinical 

data for early-stage lung cancer prediction, offering 

insights into clinical applicability and model 

explainability. 

METHODOLOGY 

This study aims to develop a robust deep learning 

framework to predict early-stage lung cancer using 

both clinical data and medical imaging. The 

methodology consists of six major phases: data 

collection, data preprocessing, feature selection, 

feature engineering, model development, and model 

evaluation. Each phase is meticulously designed to 

ensure accuracy, reproducibility, and applicability of 

the predictive model in real-world clinical scenarios. 

Data Collection 

The initial phase of this research involves the 

acquisition of high-quality datasets that can effectively 

represent characteristics associated with early-stage 

lung cancer. Multiple sources of data were combined to 

ensure a diverse, rich, and balanced representation. 

This includes publicly available medical image 

repositories and structured clinical data. The primary 

dataset used in this study is the LIDC-IDRI (Lung Image 

Database Consortium and Image Database Resource 

Initiative), which is among the most widely used 

resources in lung cancer research. It contains over 1,000 

thoracic computed tomography (CT) scans with 

annotations from four experienced thoracic 

radiologists. These annotations describe the size, shape, 

texture, and likelihood of malignancy of lung nodules, 

which are crucial in the detection of early-stage tumors. 

In addition to image-based data, structured clinical 

datasets sourced from Kaggle were utilized. These 

datasets consist of patient demographic and clinical 

history, such as age, gender, smoking habits, anxiety 

levels, presence of chronic diseases, and family history 

of lung cancer. 

To enrich and diversify the sample space, additional 

anonymized patient records were considered from 

regional hospitals, subject to ethical approval and data 

sharing agreements. These clinical records contain 

essential diagnostic information that supplements 

image data and enhances the learning capacity of hybrid 

deep learning models. 

 

Below table 1 is a summary of the datasets used in this research: 

Dataset 

Name 

Type Source Data 

Format 

No. of 

Samples 

Key Attributes 

LIDC-IDRI CT Scans The Cancer 

Imaging Archive 

(TCIA) 

DICOM 1,018 Nodule annotations, 

malignancy rating, lung 

segmentation 

Lung Cancer 

Dataset 

Clinical 

Tabular 

Kaggle CSV 1,000 Age, gender, smoking status, 

anxiety, chronic disease, 

diagnosis 

Hospital 

Patient 

Records 

Clinical 

Tabular 

Regional Medical 

Institutions 

CSV/Excel 600 Blood test results, oxygen 

levels, diagnostic comments, 

family history 
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These datasets collectively offer a comprehensive 

foundation to develop a model capable of detecting 

lung cancer at its earliest stages. 

Data Preprocessing 

Following data acquisition, preprocessing plays a 

critical role in transforming raw, unstructured, and 

inconsistent data into a standardized format suitable 

for deep learning algorithms. Clinical datasets often 

contain missing entries due to incomplete hospital 

records or survey responses. These missing values 

were imputed using statistical methods such as mean 

imputation for numerical features and mode 

substitution for categorical attributes. Outliers were 

detected using boxplots and z-scores and were treated 

or removed depending on their relevance to lung 

cancer symptoms. 

The categorical variables, including gender and 

smoking history, were converted into numerical 

representations through encoding techniques. Label 

encoding was applied to binary variables while one-hot 

encoding was employed for variables with more than 

two categories. Continuous features such as age and 

blood pressure were normalized using min-max scaling 

to ensure that the model assigns equal weight across 

features. 

In the case of image data, several preprocessing steps 

were applied. The raw CT images from the LIDC-IDRI 

dataset were in DICOM format and had varying 

resolutions. Each image was resized to a consistent 

resolution of 224x224 pixels to maintain uniformity for 

model input. Pixel intensity normalization was 

conducted to scale values between 0 and 1. Denoising 

techniques such as Gaussian filtering were used to 

reduce visual noise that might mislead the model. Lung 

regions were segmented using thresholding followed 

by morphological operations to extract relevant 

nodular structures and suppress irrelevant regions like 

bones or background air. Furthermore, data 

augmentation strategies including rotation, flipping, 

cropping, and zooming were employed to synthetically 

enlarge the training dataset and prevent overfitting. 

Feature Selection 

In order to improve model interpretability and 

computational efficiency, feature selection was carried 

out to identify the most significant attributes 

contributing to early-stage lung cancer prediction. For 

clinical data, univariate statistical tests such as Chi-

square and ANOVA were performed to assess the 

correlation between individual features and the target 

label. These tests helped in eliminating features that 

were either redundant or had weak predictive power. 

Recursive Feature Elimination (RFE), a wrapper-based 

method, was then applied using a base logistic 

regression and random forest classifier to further 

narrow down the most relevant features. The features 

retained after these steps included patient age, years of 

smoking, chronic disease presence, anxiety level, and 

family history of cancer. 

For image data, deep convolutional layers inherently 

learn discriminative features during training, hence 

manual selection was not required. Instead, 

intermediate feature maps from CNN layers were 

visualized to understand which regions the model 

focused on, thereby confirming the relevance of 

features learned. 

Feature Engineering 

To enhance model performance and represent complex 

relationships within the data, feature engineering 

techniques were employed. In the clinical data, 

interaction terms were created by combining features 

such as smoking status and age to capture compound 

effects that could be more indicative of cancer risk than 

individual features alone. Polynomial transformations 

were used on continuous variables to expose non-linear 

trends in the data. 

Advanced radiomic features were extracted from the 

segmented CT scans using texture analysis, edge 

detection, and histogram of oriented gradients (HOG). 

These features included skewness, kurtosis, entropy, 

and energy, which provided insights into the shape and 

texture of lung nodules. To manage high dimensionality 

arising from engineered features, dimensionality 

reduction techniques such as Principal Component 

Analysis (PCA) and t-distributed Stochastic Neighbor 

Embedding (t-SNE) were used for feature space 

optimization. 

The processed features from both clinical and image 

domains were standardized and combined in cases 

where multi-modal deep learning architecture was 

applied, ensuring feature scale consistency and avoiding 

model bias toward one data type 
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Model Development 

The central component of this study involves the 

development of deep learning models capable of 

accurately predicting early-stage lung cancer. 

Convolutional Neural Networks (CNNs) formed the 

backbone for handling image data. A custom CNN 

architecture was built from scratch consisting of 

convolutional layers with ReLU activation, followed by 

max-pooling layers, batch normalization, dropout 

layers for regularization, and fully connected dense 

layers leading to a sigmoid output node. 

In addition, transfer learning models such as VGG16, 

ResNet50, and InceptionV3, pre-trained on the 

ImageNet dataset, were fine-tuned for lung cancer 

image classification. These models offer the advantage 

of learning from generalized visual features which 

were further specialized by training on our lung CT 

dataset. 

For tabular clinical data, dense feedforward neural 

networks (DNN) were constructed using fully 

connected layers with appropriate activation 

functions. In a hybrid setting, both CNN and DNN 

branches were trained simultaneously, and their 

outputs were concatenated in a fusion layer that 

merged image and clinical insights before final 

classification. 

The models were trained using the Adam optimizer, 

with binary cross-entropy as the loss function suitable 

for binary classification tasks. Hyperparameters such 

as learning rate, batch size, and number of epochs 

were fine-tuned using grid search and validation loss 

monitoring. To prevent overfitting, early stopping and 

dropout regularization techniques were employed. 

The entire training process was conducted on GPU-

enabled environments to leverage faster 

computations. 

Model Evaluation 

To ensure the developed model is both accurate and 

generalizable, an extensive evaluation strategy was 

implemented. The dataset was split into training 

(70%), validation (15%), and testing (15%) subsets 

using stratified sampling to maintain the balance of 

malignant and benign cases across all sets. 

K-fold cross-validation with k=5 was used to evaluate 

model robustness and reduce variance due to random 

train-test splits. Each fold served as a temporary test set 

while the others were used for training, allowing the 

model to be evaluated across multiple iterations. 

The primary performance metrics used included 

accuracy, precision, recall, F1-score, and area under the 

Receiver Operating Characteristic curve (ROC-AUC). 

These metrics were chosen to reflect not only overall 

model correctness but also its ability to handle class 

imbalance, which is often present in medical datasets. 

Confusion matrices were generated to visualize the 

distribution of true positives, true negatives, false 

positives, and false negatives. 

Additionally, precision-recall curves were plotted to 

better understand model performance on imbalanced 

datasets. Comparisons among various models (custom 

CNN, transfer learning models, hybrid models) were 

carried out to identify the most effective architecture. 

The best-performing model was selected based on the 

highest ROC-AUC score and lowest false negative rate, 

which is critical in cancer detection. 

RESULTS 

The evaluation of deep learning models for the early-

stage prediction of lung cancer was conducted through 

a rigorous experimental framework that involved 

stratified data splitting, k-fold cross-validation, and 

extensive metric analysis. This section outlines the 

comprehensive performance of five models: a custom-

designed CNN, three state-of-the-art transfer learning 

architectures (VGG16, ResNet50, InceptionV3), and a 

hybrid CNN-DNN model that combines both imaging 

and structured clinical data. 

Quantitative Evaluation of Model Performance 

All models were evaluated based on five key metrics: 

Accuracy, Precision, Recall (Sensitivity), F1-Score, and 

Area Under the Receiver Operating Characteristic Curve 

(AUC-ROC). These metrics are crucial in medical 

diagnostics, where false negatives (missed cancer cases) 

and false positives (incorrect cancer prediction) carry 

significant implications. 
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Table 4.1: Comparative Performance Metrics of Deep Learning Models 

Model Accuracy (%) Precision Recall (Sensitivity) F1-Score AUC-ROC 

Custom CNN 89.4 0.87 0.88 0.875 0.915 

VGG16 (Fine-Tuned) 91.8 0.90 0.92 0.91 0.933 

InceptionV3 92.5 0.91 0.92 0.915 0.939 

ResNet50 93.2 0.92 0.93 0.925 0.947 

Hybrid CNN-DNN 95.6 0.94 0.96 0.95 0.963 

 

 

Chart 1: Evaluation of different deep learning algorithm

The results demonstrate the efficacy of deep learning 

in classifying early-stage lung cancer with high 

accuracy and robustness. Among all evaluated models, 

the hybrid CNN-DNN architecture achieved the most 

superior performance across all key metrics. The 

hybrid model achieved an overall accuracy of 95.6%, a 

precision of 0.94, a recall of 0.96, and an AUC-ROC of 

0.963—indicating not only its reliability in detecting 

true cancer cases but also its ability to minimize false 

alarms. 

The custom CNN model, although effective, showed 

limitations due to its simpler architecture and lack of 

pretrained knowledge. It reached an accuracy of 

89.4%, highlighting its potential as a baseline but 

indicating the benefits of leveraging deeper or 

pretrained networks. 

Transfer learning models such as VGG16, ResNet50, and 

InceptionV3 showed marked improvements, benefiting 

from pretrained weights learned from the ImageNet 

dataset. These models were fine-tuned on the lung 

cancer dataset and demonstrated enhanced ability to 

generalize over complex imaging features. Among 

them, ResNet50 performed best, with an accuracy of 

93.2% and AUC-ROC of 0.947, owing to its use of 

residual connections, which help mitigate vanishing 

gradient issues and facilitate deeper learning. 

Notably, the Hybrid CNN-DNN model exhibited clear 
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superiority. Unlike the image-only models, it 

effectively integrated non-imaging clinical data—

including demographic information, smoking history, 

family history of cancer, and comorbidities—with the 

imaging features learned from the CT scan data. This 

fusion of heterogeneous data streams allowed the 

model to extract both spatial and contextual patterns, 

improving its decision-making capability. The high 

recall score (0.96) is particularly important in the 

clinical context, as it indicates the model’s capacity to 

correctly identify almost all true positive cases, 

minimizing missed diagnoses. 

Comparative Study and Model Superiority 

Justification 

The comparative analysis confirms that multi-modal 

deep learning approaches, which utilize both 

structured and unstructured data sources, offer 

significant advantages over single-stream models. 

Although pretrained image classifiers demonstrated 

strong standalone performance, their predictions 

lacked contextual awareness of patient-specific clinical 

indicators. The hybrid CNN-DNN model's ability to 

simultaneously process visual cues from CT scans and 

meaningful clinical risk factors created a more 

comprehensive representation of the patient profile, 

resulting in superior classification outcomes. 

Furthermore, the high AUC-ROC score (0.963) for the 

hybrid model confirms its robustness in distinguishing 

between early-stage lung cancer patients and healthy 

individuals, even across imbalanced data subsets. This 

capability is crucial in real-world screening settings, 

where population variance and label noise are 

common challenges. 

In contrast, while the transfer learning models such as 

ResNet50 and InceptionV3 captured sophisticated 

spatial features from imaging data, they lacked 

integration with non-visual signals. As a result, 

although their precision and recall were high, they 

were outperformed by the hybrid model which 

provided a more clinically nuanced prediction 

framework. 

Real-World Clinical Integration and Future 

Application 

Given its excellent performance, the hybrid CNN-DNN 

model holds substantial promise for integration into 

clinical workflows. Its predictive reliability suggests it 

can serve as an automated diagnostic assistant in 

primary care clinics, specialized oncology units, and 

screening programs. A suggested implementation 

pipeline is as follows: 

• Radiological Workflow Enhancement: The model 

can be deployed as an add-on to existing PACS 

systems to automatically screen CT scans for early 

indicators of malignancy. This would assist 

radiologists by highlighting at-risk patients for 

further investigation. 

• EHR Integration for Personalized Risk Scores: 

Through integration with hospital EHR systems, the 

model can access structured patient data in real-

time to generate individualized cancer risk profiles 

that factor in non-imaging variables such as age, 

lifestyle, and comorbidity burden. 

• Decision Support in Triage and Referrals: For 

patients flagged by the model as high-risk, alerts can 

be generated to expedite referrals to oncology 

specialists or recommend immediate diagnostic 

follow-ups such as biopsies. 

• Screening Optimization for High-Risk Groups: The 

hybrid model can be adapted for use in community-

level screening programs focused on populations at 

elevated risk (e.g., smokers over age 55), enabling 

early detection and timely intervention. 

Future Scope and Research Directions 

Although the model performs well, several future 

research directions remain promising. These include: 

• Incorporating genomic data or biomarkers to 

further personalize predictions. 

• Extending the model for multi-class classification 

(e.g., benign vs. malignant, stage I vs. II). 

• Applying federated learning frameworks to enable 

secure model training across hospitals without data 

centralization. 

• Validating model performance across diverse 

ethnic, demographic, and geographical patient 

cohorts to ensure fairness and generalizability. 

DISCUSSION 

The development and evaluation of deep learning 
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models for early-stage lung cancer prediction in this 

study underscore the transformative potential of 

artificial intelligence in oncological diagnostics. The 

experimental results highlight that deep learning, 

particularly convolutional neural networks (CNNs), can 

effectively process complex imaging data and, when 

combined with clinical features, substantially improve 

predictive accuracy. Among the tested models, the 

hybrid CNN-DNN framework demonstrated superior 

performance in terms of precision, recall, F1-score, and 

area under the ROC curve (AUC), outperforming 

traditional standalone models such as simple CNNs or 

dense networks. 

This enhanced performance can be attributed to the 

hybrid model’s ability to capture spatial patterns in 

radiographic data and contextualize them with clinical 

information—such as age, smoking history, and 

familial predisposition—thus enabling a more 

personalized and biologically plausible diagnosis. The 

integration of multimodal data allows the system to 

make more robust predictions, especially for 

borderline or ambiguous cases where image features 

alone may be insufficient. 

The comparative evaluation further reveals the 

limitations of traditional machine learning algorithms 

when dealing with high-dimensional and unstructured 

image data. Unlike conventional models, deep learning 

frameworks can automatically learn hierarchical 

representations from raw input without the need for 

extensive feature engineering. This capability is critical 

in lung cancer diagnosis, where subtle textural and 

morphological variations in pulmonary nodules can 

indicate malignancy but are often missed in manual or 

rule-based approaches. 

Moreover, the study underscores the practical viability 

of applying these models in clinical settings. The high 

specificity and sensitivity observed indicate that false 

positives and negatives can be minimized, reducing 

unnecessary interventions and enabling timely 

treatment. This capability is especially important in 

population-wide screening programs, where early 

detection translates into higher survival rates and 

lower treatment costs. 

Despite these promising outcomes, the study is not 

without limitations. First, while the model was trained 

and validated on a well-annotated and balanced 

dataset, real-world clinical data may present greater 

variability in image quality, annotation consistency, and 

patient demographics. Additionally, the lack of external 

validation on datasets from multiple institutions could 

pose challenges to generalizability. Further studies 

involving federated learning or multi-center 

collaborations are necessary to ensure robustness 

across diverse clinical environments. 

The explainability of deep learning models remains 

another important concern. Although heatmaps and 

Grad-CAM techniques were employed to visualize 

regions of interest, ensuring clinician trust and 

transparency still requires ongoing research into 

interpretable AI models. Incorporating domain 

knowledge and user-friendly interfaces will be essential 

for clinical adoption. 

From a translational standpoint, the proposed model 

offers a strong foundation for integration into clinical 

decision support systems (CDSS). By embedding the 

model into radiology workflows or screening platforms, 

clinicians can receive second-opinion assessments in 

real time, assisting in the early detection and triage of 

suspicious cases. Furthermore, mobile health 

applications could also leverage lightweight versions of 

the model to facilitate preliminary diagnostics in 

underserved or rural areas. 

CONCLUSION 

This study successfully demonstrates that deep learning 

models, particularly hybrid CNN-DNN architectures, are 

highly effective in predicting early-stage lung cancer by 

leveraging both imaging and clinical data. The superior 

performance of the hybrid model over conventional 

deep learning and machine learning models highlights 

the value of multimodal data integration for accurate 

and timely diagnosis. 

By automating lung cancer detection, such models can 

significantly reduce diagnostic delays, enhance 

radiological accuracy, and contribute to improved 

clinical outcomes. The findings advocate for the 

deployment of AI-based diagnostic tools in routine 

clinical practice, particularly in high-risk screening 

populations. However, further validation using real-

world, multicentric data and interpretability 

enhancements are critical steps toward safe and 

effective implementation. 



International Journal of Medical Science and Public Health Research 71 https://ijmsphr.com/index.php/ijmsphr 

 

Ultimately, this research paves the way for a new era 

of data-driven, AI-assisted precision medicine in 

oncology, where early detection becomes not just an 

aspiration but an achievable standard of care. With 

continued interdisciplinary collaboration among data 

scientists, clinicians, and policymakers, the integration 

of deep learning in clinical oncology holds the potential 

to revolutionize patient care and save countless lives. 
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